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#### Abstract

This paper introduces the concept of distribution distance for the measurement of errors in exact and approximate methods for stochastic simulation of chemically reacting systems. Two types of distance are discussed: the Kolmogorov distance and the histogram distance. The self-distance, an important property of Monte-Carlo methods that quantifies the accuracy limitation at a given resolution for a given number of realizations, is defined and studied. Estimation formulas are established for the histogram and the Kolmogorov self-distance. These formulas do not depend on the distribution of the samples, and thus show a property of the Monte-Carlo method itself. Numerical results demonstrate that the formulas are very accurate. Application of these results to two problems of current interest in the simulation of biochemical systems is discussed.
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## 1. Introduction

In microscopic systems formed by living cells, the small numbers of reactant molecules can result in dynamical behavior that is discrete and stochastic rather than continuous and deterministic [1-9]. The stochasticity (often called biochemical noise by biologists) in microscopic systems has been implicated in the lysis/lysogeny decision of the bacteria $\lambda$-phage [3] and the loss of synchrony of Circadian clocks [4]. To study the stochasticity in microscopic systems, engineered gene circuits have been designed and implemented in the laboratory. The effects of stochasticity have been observed in biological experiments [6-9].

[^0]Detailed models $[1,2,10,11]$ for the expression of a single gene and gene networks have been proposed to explain these experiments.

The comparison between models and experiments is verified through Monte-Carlo simulations. Such simulations are based on Gillespie's stochastic simulation algorithm (SSA) [12,13], which yields an exact stochastic simulation for well-stirred chemically reacting systems. However, it can be prohibitively expensive for realistic biochemical simulation. Approximate simulation methods have been proposed, such as the $\tau$-leaping method [14], implicit $\tau$-method [15] and hybrid methods [16,17]. These methods can achieve greater efficiency and give a close approximation to the SSA method. Two natural questions are concerned here. One is: How should we measure the difference between the experiments and the Monte-Carlo simulations? The other is: How should we measure the accuracy of approximate methods? We seek a quantitative measurement. Typically, what is of interest from an experiment or a simulation are the stochastic properties of the solution variables or of some function of the solution values, as opposed to the values from one simulation. One possibility for measuring the error is to compute the errors in solution moments such as the mean and variance. However, often the problems for which stochastic simulation makes a big difference have a bistable distribution. A simple example of this type is given by the Schlögl [18] reaction. Some well-known problems from biology [3,7,19] also have this property. For such problems, the low-order moments such as mean and variance do not have much relevance. Rather, we need to know how well the detailed model captures the probability distribution, or how well approximate methods capture the 'exact' probability distributions for the variables and properties of interest. To describe this error, in this paper we adopt the concept of distribution distance. Two types of distribution distance are considered here. One is the Kolmogorov distance [20,21], defined to measure the distance between cumulative distribution functions (cdf). The other is the density distance area, defined as the $L_{1}$ distance between the probability density functions (pdf).

With the distribution distance, we can measure the accuracy of the distributions given by different approximation formulas. There are very few systems for which we can analytically solve for the distribution. Thus, for most problems, we must collect a large number of samples by experiments or by simulation methods such as SSA. The distribution is then estimated by the empirical distribution function [22] (edf), or the histogram of the samples. For a sufficiently large number of samples, the edf is close to the cdf, while the histogram is close to the pdf. However, in both experiment and computation the number of samples is always limited. Thus, such a process is subject to an inherent error due to the randomness of the variables of interest, which is traditionally called "statistical fluctuation" in the literature of Monte-Carlo simulations. In practice, we can measure this statistical fluctuation by the distance between two sets of independent samples with the same distribution. We call it "self distance". This concept is similar to that of the round-off error in classical numerical analysis. In that context, due to the limited length of the storage for each variable, there is a "round-off error". In stochastic simulation a simple limitation also exists, on the number of samples. For example, if there are two sets of samples for which the distribution distance between them is smaller than their self distance, we cannot tell whether or not these two sets of samples represent different distributions unless we increase the number of samples (the analogous solution in the situation of round off error is to increase the resolution of the floating point number representation). In numerical analysis, the round-off error is very small ( $2.22 \times 10^{-16}$ in Matlab). Thus, in many cases, we do not need to worry about it. But in stochastic simulation, the self distance is usually much larger, so we must be aware of it. For example, in numerical studies of the convergence of $\tau$-leaping methods [23], we have observed that regardless of how small the stepsize is, we cannot obtain a set of samples arbitrarily close to the samples generated by the SSA method. This is due to the self distance. In this paper, we introduce the concept of the self distance and discuss its quantitative estimation. An important feature of this estimation is that it does not depend on the distribution of the problem. This shows that self distance is actually an inherent property of the Monte-Carlo method itself.

The main contribution of this paper has two parts. First, we propose the use of distribution distance to measure the error in Monte-Carlo simulations. Second, we give estimation formulas for the self distances. The important feature is that these formulas are independent of problem distributions. We are aware of the shortcoming of our measurement. The two distribution distances discussed here are based on the distribution of a scalar variable. Although the density area distance can also be generalized to measure the distribution distance between two random vectors, as we will see later, the histogram self distance increases very rapidly as the dimension of the vector increases. However, we can always measure the distribution distance for each component of the vector. Moreover, in many practical problems, one is concerned not with the states themselves, but with a low dimensional "output function" of the states. For these problems, the measurement and error estimation discussed in this paper will still be very useful. We note that the distribution distance discussed in this paper is limited to the distance between distributions at stationary states. Thus, it is not directly applicable to the measurement of dynamical changes in the distribution. But it is not difficult to generalize the concept of distribution distance to handle the latter situation. We will briefly discuss this point in the last section.

The outline of this paper is as follows. In Section 2, we review the background of the SSA, $\tau$-leaping methods, the Schlögl reaction, distribution functions and Kolmogorov distance. In Section 3, we introduce the concepts of the density distance area and the histogram distance, along with their applications to the study of the accuracy of $\tau$-leaping methods. In Section 4, we discuss the self distance and present the estimate of the self distance. In Section 5, we present some numerical experiments. Finally, in Section 6, we briefly discuss the application of the distribution distance in two related areas and its generalization to measure the accuracy in the dynamical behavior.

## 2. Background

### 2.1. SSA and the $\tau$-leaping method

We are concerned with a chemically reacting system with $N$ species $\left\{S_{1}, \ldots, S_{N}\right\}$ and $M$ reaction channels $\left\{R_{1}, \ldots, R_{M}\right\}$. The dynamical state of the system is denoted by $X=\left(X_{1}(t), \ldots, X_{N}(t)\right)$, where $X_{i}(t)$ is the number of $S_{i}$ molecules at time $t$. The dynamics of reaction channel $R_{j}$ is characterized by the propensity function $a_{j}$ and by the state change vector $v_{j}=\left(v_{1 j}, \ldots, v_{N j}\right): a_{j}(x) \mathrm{d} t$ gives the probability that one $R_{j}$ reaction will occur in the next infinitesimal time interval $[t, t+\mathrm{d} t)$, and $v_{i j}$ gives the change in the $S_{i}$ molecular population induced by one $R_{j}$ reaction.

The dynamics of the system obeys the chemical master equation (CME)

$$
\begin{equation*}
\frac{\partial P\left(x, t \mid x_{0}, t_{0}\right)}{\partial t}=\sum_{j=1}^{M}\left[a_{j}\left(x-v_{j}\right) P\left(x-v_{j}, t \mid x_{0}, t_{0}\right)-a_{j}(x) P\left(x, t \mid x_{0}, t_{0}\right)\right] \tag{1}
\end{equation*}
$$

where the function $P\left(x, t \mid x_{0}, t_{0}\right)$ denotes the probability that $X(t)$ will be $x$ given that $X\left(t_{0}\right)=x_{0}$. The CME is hard to solve, both theoretically and numerically. An equivalent simulation method is the SSA [12,13]. SSA generates numerical realizations of $X(t)$. Both the CME and the SSA are exact consequences of the foregoing dynamical assumptions, so in spite of the difference in their descriptive thrusts, they are logically equivalent to each other.

The SSA $[12,13]$ is based on the next-reaction density function $p(\tau, j \mid x, t)$ which is defined as the probability, given $X(t)=x$, that the next reaction in the system will occur in the infinitesimal time interval $[t+\tau, t+\tau+\mathrm{d} t)$ and will be an $R_{j}$ reaction. It follows from the definition of $a_{j}$ that

$$
\begin{equation*}
p(\tau, j \mid x, t)=a_{j}(x) \exp \left(-a_{0}(x) \tau\right) \quad(\tau \geqslant 0 ; j=1, \ldots, M) \tag{2}
\end{equation*}
$$

where $a_{0}(x)=\sum_{j=1}^{M} a_{j}(x)$. The SSA generates $\tau$ and $j$ according to (2) and proceeds with time $\tau$ and the state vector by

$$
X(t+\tau)=X(t)+v_{j} .
$$

The SSA is exact in the sense that it generates the same distribution given by the CME. But it is also very time-consuming because in each step, the simulation can only proceed with one reaction.

The $\tau$-leaping method [14] tries to accelerate the simulation by asking a different question: How many times does each reaction channel fire in a subinterval of given length $\tau$ ? In each step, the $\tau$-leaping method can proceed with many reactions. This is achieved at the cost of some accuracy. Defining

$$
\begin{align*}
K_{j}(\tau ; x, t)= & \text { the number of times, given } X(t)=x, \\
& \text { that reaction channel } R_{j} \text { will fire in the time interval }[t, t+\tau) \quad(j=1, \ldots, M), \tag{3}
\end{align*}
$$

the $\tau$-leaping method begins by assuming the Leaping Condition: Require $\tau$ to be small enough that the change in the state during $[t, t+\tau)$ will be so slight that no propensity function will suffer an appreciable change in its value. Then $K_{j}(\tau ; x, t)$ is given by the Poisson random variable

$$
\begin{equation*}
K_{j}(\tau ; x, t)=P\left(a_{j}(x), \tau\right) \quad(j=1, \ldots, M), \tag{4}
\end{equation*}
$$

where $P(a, t)$ is the Poisson random variable with mean and variance $a t$. The basic $\tau$-leaping method is: Choose a value for $\tau$ that satisfies the Leaping Condition. Generate for each $j=1, \ldots, M$ a sample value $k_{j}$ of the Poisson random variable $P\left(a_{j}(x), \tau\right)$, and update the state by

$$
\begin{equation*}
X(t+\tau)=x+\sum_{j} k_{j} v_{j} . \tag{5}
\end{equation*}
$$

Numerical experiments [14] have demonstrated the advantage of the $\tau$-leaping method. A convergence analysis [23] has shown that this method is of order 1 for the mean and variance. But for a system with bistable states, the mean and variance do not have a physically significant meaning. If we want to study the convergence properties of the $\tau$-leaping method for this type of problem, we should focus on the distribution rather than the first few moments. The Schlögl reaction is just such an example.

### 2.2. Schlögl reaction

The Schlögl model is famous for its bistable distribution. It is comprised of a set of coupled chemical reactions:

$$
\begin{align*}
& B_{1}+2 X \underset{c_{2}}{\stackrel{c_{1}}{\rightleftharpoons}} 3 X, \\
& B_{2} \underset{c_{4}}{\stackrel{c_{3}}{3}} X, \tag{6}
\end{align*}
$$

where $B_{1}$ and $B_{2}$ denote buffered species whose respective molecular populations $N_{1}$ and $N_{2}$ are assumed to remain essentially constant over the time intervals of interest. The state change vectors are $v_{1}=v_{3}=1$, $v_{2}=v_{4}=-1$. The propensity functions are:

$$
\begin{align*}
& a_{1}(x)=\frac{c_{1}}{2} N_{1} x(x-1), \\
& a_{2}(x)=\frac{c_{2}}{6} x(x-1)(x-2),  \tag{7}\\
& a_{3}(x)=c_{3} N_{2}, \\
& a_{4}(x)=c_{4} x .
\end{align*}
$$

For some parameter values, this model has two stable states. This is the case for the parameter set that we used in our simulation,

$$
\begin{equation*}
c_{1}=3 \times 10^{-7}, \quad c_{2}=10^{-4}, \quad c_{3}=10^{-3}, \quad c_{4}=3.5 ; \quad N_{1}=1 \times 10^{5}, \quad N_{2}=2 \times 10^{5} . \tag{8}
\end{equation*}
$$

The SSA or the $\tau$-leaping method can be applied to simulate the Schlögl model. The histogram generated from SSA is shown in Fig. 1.

### 2.3. Distribution functions

A number of basic concepts and functions are important in the study of distributions. In the following discussion, we focus on a scalar random variable $X$. The cumulative distribution function (cdf) is defined as

$$
\begin{equation*}
F_{X}(x)=P(X \leqslant x) . \tag{9}
\end{equation*}
$$

Another important function is the probability density function (pdf). For a continuous distribution, the pdf is defined as

$$
\begin{equation*}
p_{X}(x) \mathrm{d} x=P(x \leqslant X<x+\mathrm{d} x), \tag{10}
\end{equation*}
$$

while for a discrete distribution, the pdf is the $\delta$-function given by

$$
\begin{equation*}
p_{X}(x)=\sum_{x} P(X=x) \delta(X-x) . \tag{11}
\end{equation*}
$$



Fig. 1. Histogram ( 10,000 samples) of $X$ solved by the SSA method for the Schlögl reaction with $x(0)=250$ and final time $T=4$.

It follows that

$$
\begin{equation*}
F_{X}(x)=\int_{-\infty}^{x} p_{X}(s) \mathrm{d} s \tag{12}
\end{equation*}
$$

In many practical problems, it is difficult or impossible to obtain an analytic distribution. Instead we obtain samples from Monte-Carlo simulations or observations. With those samples, the empirical distribution function (edf) is used to measure the cdf, and the histogram is used to measure the pdf. Let $x_{1}, x_{2}, \ldots, x_{N}$ be independent random variables each having the same distribution as $X$. Defining the sign function

$$
\kappa(x)= \begin{cases}1, & x \geqslant 0,  \tag{13}\\ 0, & x<0,\end{cases}
$$

the empirical distribution function is defined as

$$
\begin{equation*}
F_{N}(x)=\frac{1}{N} \sum_{j=1}^{N} \kappa\left(x-x_{j}\right) . \tag{14}
\end{equation*}
$$

The sum in (14) gives the number of points that are smaller than $x$. When it is divided by $N$, we obtain the fraction of points smaller than $x$, which approximates the cdf. Suppose that all the sample values are bounded in the interval $I=\left[x_{\min }, x_{\max }\right)$. Let $L=x_{\max }-x_{\min }$. Divide the interval $I$ into $K$ subintervals and denote the subintervals by $I_{i}=\left[x_{\min }+\frac{(i-1) L}{K}, x_{\min }+\frac{i L}{K}\right)$. We define the characteristic function $\chi\left(x, I_{i}\right)$ as

$$
\chi\left(x, I_{i}\right)= \begin{cases}1 & \text { if } x \in I_{i}  \tag{15}\\ 0, & \text { otherwise }\end{cases}
$$

Then the pdf $p_{X}$ can be approximated by the histogram function $h_{X}$ computed from

$$
\begin{equation*}
h_{X}\left(I_{i}\right)=\frac{K}{N L} \sum_{j=1}^{N} \chi\left(x_{j}, I_{i}\right) . \tag{16}
\end{equation*}
$$

The sum in (16) gives the number of points falling into the interval $I_{i}$. When that sum is divided by $N$ we get the fraction of the points inside that interval, which approximates the probability of a sample point lying inside that interval. We divide this by the interval length, $L / K$, to approximate the probability density. Thus, $h_{X}\left(I_{i}\right)$ measures the average density function of $X$ in the interval $I_{i}$. When $K$ tends to infinity, the length of $I_{i}$ reduces to 0 . Then $I_{i}$ is close to a point and $h_{X}$ is close to $p_{X}$ at that point.

### 2.4. Kolmogorov distance

For systems with a bistable distribution, such as the Schlögl reaction, the mean and variance do not have a physically significant meaning. Instead we are more concerned with the distribution. Thus, we need to measure the distance between distributions. One such measurement defined in information theory is the Kolmogorov distance [20].

The Kolmogorov distance is the $\infty$-distance of the cdf. For two random variables $X$ and $Y$ with $\operatorname{cdf} F_{X}$ and $F_{Y}$, the Kolmogorov distance is defined as

$$
\begin{equation*}
K(X, Y)=\max _{-\infty<x<\infty}\left|F_{X}(x)-F_{Y}(x)\right| . \tag{17}
\end{equation*}
$$

Note that the Kolmogorov distance is a function distance, as opposed to a variable distance. It has the following properties:

Scaling property: $\quad K(\lambda X, \lambda Y)=K(X, Y)$,
Bound property : $\quad K(X, Y) \leqslant 1$.

The Kolmogorov distance is used in the Kolmogorov-Smirnov test [21,22] for two classical problems in statistics: the goodness-of-fit problem and the two-sample problem. Let $X_{1}, X_{2}, \ldots, X_{N}$ be independent random variables following the same distribution $U(x)=\operatorname{Pr}\left(X_{i}<x\right)$. The goodness-of-fit problem is to devise a test of the hypothesis

$$
\begin{equation*}
H_{0}: \quad U(x)=F(x), \tag{19}
\end{equation*}
$$

where $F(x)$ is a given distribution function. Let $Y_{1}, Y_{2}, \ldots, Y_{M}$ be independent random variables with the common distribution $V(x)=\operatorname{Pr}\left(Y_{i}<x\right)$. The two-sample problem is to devise a test of the hypothesis

$$
\begin{equation*}
H_{0}^{\prime}: \quad U(x)=V(x) . \tag{20}
\end{equation*}
$$

Note that the two-sample problem is related to our problem of measuring the accuracy of the approximation formula. Thus, the Kolmogorov distance is a natural candidate for our purposes. In practice, we measure the Kolmogorov distance of the edf

$$
\begin{equation*}
K_{M, N}(X, Y)=\max _{-\infty<x<\infty}\left|F_{N, X}(x)-F_{M, Y}(x)\right|, \tag{21}
\end{equation*}
$$

where $F_{N, X}$ and $F_{M, Y}$ are the corresponding edf for the two groups of samples $X_{i}$ and $Y_{j}$. Smirnov $[24,25]$ proved that, when $M \rightarrow \infty, N \rightarrow \infty$,

$$
\begin{equation*}
S_{m n}=\sqrt{\frac{M N}{M+N}} K_{M, N}(X, Y) \tag{22}
\end{equation*}
$$

has a limiting distribution

$$
\begin{equation*}
\Phi(\lambda)=\sum_{k=-\infty}^{+\infty}(-1)^{k} \mathrm{e}^{-2 k^{2} \lambda^{2}} \tag{23}
\end{equation*}
$$

A short table [24] and an amplified table [26] are given for $\Phi$ values by Smirnov. For a given probability tolerance, if $S_{m n}$ is larger than a particular value in the table, $H_{0}^{\prime}$ is rejected. Otherwise, it is accepted.

## 3. Density distance area

The Kolmogorov distance is a distance measure for the cdf. When the pdf is concerned, we need a distance measure for it. There are several definitions of distribution distance for the pdf in the literature, for example the Kullback-Leibler distance [27], the total variation distance [28] and the $\chi^{2}$ distance [29]. Suppose $X$ and $Y$ have probability density functions $p_{X}$ and $p_{Y}$. We define the density distance between $X$ and $Y$ as

$$
\begin{equation*}
D(X, Y)=\int\left|p_{X}(s)-p_{Y}(s)\right| \mathrm{d} s \tag{24}
\end{equation*}
$$

When $X$ and $Y$ are integers, (24) becomes

$$
\begin{equation*}
D(X, Y)=\sum_{n}(|P(X=n)-P(Y=n)|) . \tag{25}
\end{equation*}
$$

To simplify the derivation, we focus on (24), which gives the $L_{1}$ distance of the pdf. We call this the density difference area. According to Rosenthal [28], the density difference area is twice the total variation distance. But this form is numerically easier to calculate. It is easy to derive some properties of the density distance area. In particular, we have:

Scaling property : $\quad D(\lambda X, \lambda Y)=D(X, Y)$,
Bound property : $\quad D(X, Y) \leqslant 2$.

Since the Kolmogorov distance can also be written as

$$
\begin{equation*}
K(X, Y)=\max _{-\infty<x<\infty}\left|\int_{-\infty}^{x} p_{X}(s)-p_{Y}(s) \mathrm{d} s\right|, \tag{27}
\end{equation*}
$$

it is obvious that

$$
\begin{equation*}
K(X, Y) \leqslant D(X, Y) . \tag{28}
\end{equation*}
$$

Both the Kolmogorov distance and the density distance area can be used to measure accuracy. A notable difference between them is that the density distance area takes the absolute value of the density difference into account, while the Kolmogorov distance takes the sign into account. Because the signed differences may cancel each other, the Kolmogorov distance may underestimate the difference.

In Monte-Carlo simulation, the $\operatorname{pdf} p(x)$ is approximated by the histogram $h(x)$. For two groups of samples $X_{i}$ and $Y_{j}$, we have the histogram distance

$$
\begin{equation*}
D_{K}(X, Y)=\sum_{i=1}^{K} \frac{\left|h_{X}\left(I_{i}\right)-h_{Y}\left(I_{i}\right)\right| L}{K} . \tag{29}
\end{equation*}
$$

Substituting (16) into (29), we obtain

$$
\begin{equation*}
D_{K}(X, Y)=\sum_{i=1}^{K}\left|\frac{\sum_{j=1}^{N} \chi\left(x_{j}, I_{i}\right)}{N}-\frac{\sum_{j=1}^{M} \chi\left(y_{j}, I_{i}\right)}{M}\right| . \tag{30}
\end{equation*}
$$

$D_{K}(X, Y)$ varies depending on the value of $K$. When $K=1$ there is only one subinterval and we cannot tell the difference between $X$ and $Y$. When $K$ becomes larger we obtain more detailed information about the difference, and $D_{K}(X, Y)$ will increase. When $K$ is very large we must generate a large number of samples, otherwise there will not be enough data falling into each subinterval and there will be a large measurement error. When $K, N$ and $M$ are sufficiently large, the histogram distance $D_{K}(X, Y)$ is close to the density distance area $D(X, Y)$,

$$
\begin{equation*}
D_{K}(X, Y) \rightarrow D(X, Y) \quad \text { as } K, N, M \rightarrow \infty \tag{31}
\end{equation*}
$$

It can be verified that the histogram distance inherits the scaling and bound properties of the density distance area:

$$
\begin{array}{ll}
\text { Scaling property : } & D_{K}(\lambda X, \lambda Y)=D_{K}(X, Y), \\
\text { Bound property : } & D_{K}(X, Y) \leqslant 2 . \tag{32}
\end{array}
$$

With the Kolmogorov distance and the histogram distance, we can measure the accuracy of an approximation formula. We applied the $\tau$-leaping method with different $\tau$ 's to the Schlögl reaction and compared the distribution distance to the samples generated from the SSA method. Table 1 shows the corresponding results with 10,000 samples for each $\tau$.

In Table 1, both the Kolmogorov distance and the histogram distance decrease when $\tau$ decreases. This numerically demonstrates that the solution obtained by the $\tau$-leaping method converges to that obtained by the SSA as $\tau \rightarrow 0$, which agrees with the convergence analysis of the $\tau$-leaping method [15]. We note two observations from Table 1. First, the Kolmogorov distance at $\tau=0.4$ is smaller than the Kolmogorov distance at $\tau=0.04$, while for the histogram distance the distance at $\tau=0.04$ is smaller. This is due to the cancellation effect of the Kolmogorov distance. Fig. 2 shows the plot of the edf's given by SSA and the $\tau$ leaping method with $\tau=0.4$. We can see that the edf difference has a sign change in the middle. As a result, the Kolmogorov distance underestimates the difference, while the histogram distance gives a more meaningful estimate for our purposes. But the histogram distance depends on the bin number $K$. It increases as $K$ increases.

Table 1
Kolmogorov distance and histogram distance comparison ( 10,000 samples) between the distributions given by the SSA and the $\tau$ leaping method applied to the Schlögl reaction

| Kolmogorov distance between | SSA and the | t-leaping method |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\tau$ | 0.4 | 0.1 | 0.04 |  |  |  | 0.01 |
|  | 0.0681 | 0.022 | 0.0714 | 0.0095 | 0.004 | 0.0083 | 0.0097 |



Fig. 2. The edf given by SSA (solid line with ' $\circ$ ') and the $\tau$-leaping method (dashed line with '*') with $\tau=0.4$. for the Schlögl reaction with $x(0)=250$ and final time $T=4$.

Second, since the $\tau$-leaping method converges to the SSA method, in the deterministic case one would expect the distance to decrease to 0 as $\tau \rightarrow 0$. But for this example, when $\tau<0.01$, these distribution distances do not decrease further as $\tau \rightarrow 0$. This is related to an importance feature when we measure the distribution difference of Monte-Carlo methods. We will call this property the self distance.

## 4. Self distance

Monte-Carlo methods are based on a limited number of simulations. Although the theory states that the simulation converges to the real distribution when the number of samples tends to infinity, a limited num-
ber of samples will always result in some difference from the real distribution. Moreover, any set of samples has some distance from any other set of samples. For example, compare one set of 10,000 Monte-Carlo samples with another set of 10,000 Monte-Carlo samples. For each set, we can generate a histogram or an edf. To simplify the discussion, in the following we focus on the histogram. Due to the randomness, the two histograms are not the same. We call the distribution distance between the two sets of samples the self distance.
Definition 4.1. For two sets of samples that independently follow the same distribution, $X_{N}=\left\{x_{1}, \ldots, x_{N}\right\}$ and $Y_{M}=\left\{y_{1}, \ldots, y_{M}\right\}$, the self distance is defined as the distribution distance between the two samples $X_{N}$ and $Y_{M}$. The Kolmogorov self distance is $K\left(X_{N}, Y_{M}\right)$ and the histogram self distance is $D_{K}\left(X_{N}, Y_{M}\right)$.

Self distance reflects the nature of stochastic simulation. It plays a similar role to that of round-off error in classical numerical analysis. Also it is related to the classical two-sample problem in statistics. When the distribution distance of the two samples is less than the self distance of one sample, we would accept the hypothesis $H_{0}^{\prime}$. Since the two sets of samples are random, the self distance is also random. The Kolmogorov and Smirnov series of work $[20,21,24-26]$ have shown that the Kolmogorov self distance has a distribution which is distribution free (in the sense that it does not depend on the distribution of the samples). In this section, we will show that a similar result applies to the histogram self distance. In the following, unless specified, the self distance means the histogram self distance.

From Definition 4.1, the self distance depends on $K, N, M$ and the distribution of the two sets of samples. In particular, we might expect a large difference in the self distance for different distributions. But for sufficiently large $N$ and $M$, the self distance for different distributions follows a common bound. We have the following theorem.

Theorem 4.1. For sufficiently large $N$ and $M$, the mean of the histogram self distance is bounded by $\sqrt{\frac{2 K}{\pi}\left(\frac{1}{N}+\frac{1}{M}\right)}$. The variance of the self distance is bounded by $\frac{(\pi-2) K}{\pi}\left(\frac{1}{N}+\frac{1}{M}\right)$.
Proof. We first need the following two lemmas.
Lemma 4.2. For a random variable $X$ that follows the normal distribution $N\left(0, \sigma^{2}\right)$, the mean value of the absolute value $|X|$ satisfies

$$
\begin{equation*}
E(|X|)=\sqrt{\frac{2}{\pi}} \sigma . \tag{33}
\end{equation*}
$$

The variance of $|X|$ satisfies

$$
\begin{equation*}
\operatorname{Var}(|X|)=\frac{\pi-2}{\pi} \sigma^{2} . \tag{34}
\end{equation*}
$$

Lemma 4.3. For the sum of random variables, we have:

$$
\begin{align*}
& E\left(\sum_{i=1}^{K} X_{i}\right)=\sum_{i=1}^{K} E\left(X_{i}\right),  \tag{35}\\
& \sqrt{\operatorname{Var}\left(\sum_{i=1}^{K} X_{i}\right)} \leqslant \sum_{i=1}^{K} \sqrt{\operatorname{Var}\left(X_{i}\right) .} \tag{36}
\end{align*}
$$

These two lemmas can be easily proved (see Appendix).

We begin from a detailed analysis of the histogram method. The domain is divided into $K$ subintervals $I_{i}$, $i=1, \ldots, K$. On each subinterval, the probability that the random variable $X$ will be in this subinterval is $p_{i}=\int_{\frac{(i-1) 2}{K}}^{\frac{L}{L}} p_{X}(s) \mathrm{d} s$. In the histogram method, this is approximated by

$$
\begin{equation*}
q_{i}=\frac{1}{N} \sum_{j=1}^{N} \chi\left(x_{j}, I_{i}\right) \tag{37}
\end{equation*}
$$

We note that $p_{i}$ is a deterministic variable, while $q_{i}$ is a random variable. The self distance arises due to the randomness of $q_{i}$.

Let $i$ be fixed. Because samples $x_{1}, \ldots, x_{N}$ are independent of each other, for each $j, \chi\left(x_{j}, I_{i}\right)$ is an independent random variable which follows the distribution $P\left(\chi\left(x_{j}, I_{i}\right)=1\right)=p_{i}, P\left(\chi\left(x_{j}, I_{i}\right)=0\right)=1-p_{i}$. Thus, the sum $B_{i}=\sum_{j=1}^{N} \chi\left(x_{j}, I_{i}\right)$ has a binomial distribution $B\left(p_{i}, N\right)[30]$. The mean and variance of $B_{i}$ are given by the classical result [30] for binomial distributions,

$$
\begin{equation*}
E\left(B_{i}\right)=N p_{i}, \quad \operatorname{Var}\left(B_{i}\right)=N p_{i}\left(1-p_{i}\right) . \tag{38}
\end{equation*}
$$

From (38), we can derive the mean and variance for $q_{i}=B_{i} / N$,

$$
\begin{equation*}
E\left(q_{i}\right)=p_{i}, \quad \operatorname{Var}\left(q_{i}\right)=\frac{p_{i}\left(1-p_{i}\right)}{N} \tag{39}
\end{equation*}
$$

On the other hand, in (37), $q_{i}$ is the average value of $N$ independent random variables $\chi\left(x_{j}, I_{i}\right)$ satisfying the same distribution. From the central limit theorem, when $N$ is sufficiently large, $q_{i}$ follows the normal distribution $N\left(p_{i}, \frac{p_{i}\left(1-p_{i}\right)}{N}\right)$. For the same reason, for another independent set of realizations $\hat{x}_{1}, \ldots, \hat{x}_{M}$, which also obey the distribution of $X$, we have $\hat{q}_{i}=\frac{1}{M} \sum_{j=1}^{M} \chi\left(\hat{x}_{j}, I_{i}\right)$. Thus, when $M$ is sufficiently large, $\hat{q}_{i}$ follows the normal distribution $N\left(p_{i}, \frac{p_{i}\left(1-p_{i}\right)}{M}\right)$. To consider the self distance, we study the difference $d_{i}=q_{i}-\hat{q}_{i}$. Since $q_{i}$ and $\hat{q}_{i}$ are independent random variables with normal distributions, the difference $d_{i}$ also has the normal distribution. The corresponding mean value is $E\left(d_{i}\right)=E\left(q_{i}\right)-E\left(\hat{q}_{i}\right)=0$. The variance is $p_{i}\left(1-p_{i}\right)\left(\frac{1}{N}+\frac{1}{M}\right)$. Thus, $d_{i}$ satisfies the normal distribution $N\left(0, p_{i}\left(1-p_{i}\right)\left(\frac{1}{N}+\frac{1}{M}\right)\right)$. From Lemma 4.2, the mean value of $\left|d_{i}\right|$ is

$$
\begin{equation*}
E\left(\left|d_{i}\right|\right)=\sqrt{\frac{2}{\pi} p_{i}\left(1-p_{i}\right)\left(\frac{1}{N}+\frac{1}{M}\right)} \tag{40}
\end{equation*}
$$

and the variance of $\left|d_{i}\right|$ is

$$
\begin{equation*}
\operatorname{Var}\left(\left|d_{i}\right|\right)=\frac{\pi-2}{\pi} p_{i}\left(1-p_{i}\right)\left(\frac{1}{N}+\frac{1}{M}\right) \tag{41}
\end{equation*}
$$

The self distance is defined as $\sum_{i=1}^{K}\left|d_{i}\right|$. Thus, the mean of the self distance can be bounded by

$$
\begin{align*}
E\left(\sum_{i=1}^{K}\left|d_{i}\right|\right) & =\sum_{i=1}^{K} E\left(\left|d_{i}\right|\right)=\sum_{i=1}^{K} \sqrt{\frac{2}{\pi} p_{i}\left(1-p_{i}\right)\left(\frac{1}{N}+\frac{1}{M}\right)} \leqslant \sum_{i=1}^{K} \sqrt{\frac{2}{\pi}\left(\frac{1}{N}+\frac{1}{M}\right)} \sqrt{p_{i}} \\
& \leqslant \sqrt{\frac{2}{\pi}\left(\frac{1}{N}+\frac{1}{M}\right)} \sqrt{K \sum_{i=1}^{K} p_{i}} \quad(\text { by Cauchy inequality }) \leqslant \sqrt{\frac{2 K}{\pi}\left(\frac{1}{N}+\frac{1}{M}\right)} . \tag{42}
\end{align*}
$$

Because the $d_{i}$ 's are not independent to each other, we do not have a sharp bound for the variance. Applying the inequality (36). we obtain the inequality

$$
\begin{align*}
\operatorname{Var}\left(\sum_{i=1}^{K}\left|d_{i}\right|\right) & \leqslant\left(\sum_{i=1}^{K} \sqrt{\operatorname{Var}\left(\left|d_{i}\right|\right)}\right)^{2}=\left(\sum_{i=1}^{K} \sqrt{\frac{\pi-2}{\pi} p_{i}\left(1-p_{i}\right)\left(\frac{1}{N}+\frac{1}{M}\right)}\right)^{2} \\
& \leqslant \frac{(\pi-2) K}{\pi}\left(\frac{1}{N}+\frac{1}{M}\right) \tag{43}
\end{align*}
$$

Remark 4.1. In our experience, the bound on the variance (43) is much larger than the observed variance. The variance can be estimated much more accurately in the following. Practically when both $N$ and $M$ are large, $d_{i}$ may be treated as independent. Thus, the variance can be estimated by

$$
\begin{equation*}
\operatorname{Var}\left(\sum_{i=1}^{K}\left|d_{i}\right|\right) \approx \sum_{i=1}^{K} \operatorname{Var}\left(\left|d_{i}\right|\right)=\sum_{i=1}^{K} \frac{\pi-2}{\pi} p_{i}\left(1-p_{i}\right)\left(\frac{1}{N}+\frac{1}{M}\right) \leqslant \frac{(\pi-2)}{\pi}\left(\frac{1}{N}+\frac{1}{M}\right) . \tag{44}
\end{equation*}
$$

Then we have the following conjecture. ${ }^{2}$
Conjecture 4.1. For sufficiently large $N$ and $M$, the variance of the self distance can be estimated by $\frac{\pi-2}{\pi}\left(\frac{1}{N}+\frac{1}{M}\right)$.
Remark 4.2. For a practical estimate of the self distance, we use only the bound for the mean $\sqrt{\frac{2 K}{\pi}\left(\frac{1}{N}+\frac{1}{M}\right)}$. When $N=M$, the bound becomes $\sqrt{\frac{4 K}{\pi N}}$. Note that the self distance increases when $K$ increases. Thus, if we want to know more detailed information about a distribution, we will introduce a larger self distance. On the other side, the self distance is proportional to the inverse of the square root of $N$. Thus, if we want to obtain an $r$ times more accurate distribution, we need $r^{2}$ times more samples.
Remark 4.3. In this paper, we focus on scalar random variables. The histogram distance can be generalized to measure the distribution distance of multi-dimension random vectors, In this case, $K$ will be the product of $K_{i}$, where $K_{i}$ is the number of splitting on the $i$ th dimension. It is easy to see that as the dimension increases, $K$ increases exponentially with the dimension. According to (42), the self distance may increase dramatically as well. Thus, high dimensional histogram distance is not practical due to the self distance.
Remark 4.4. This bound explains Table 1. For $\tau \geqslant 0.01$, the error is due to the error of the $\tau$-leaping method. Around $\tau=0.01$, the distance is within the self distance of the SSA method. Thus, when we further decrease $\tau$, the self distance always remains. We cannot obtain a smaller distance unless we increase the number of samples. This is very similar to the situation in classical numerical analysis of ordinary differential equations. Usually, we are only concerned with the truncation error of an integration formula. But when the stepsize is very small, the truncation error may have the same magnitude as the round-off error. In that case, we cannot improve the accuracy further unless we change the arithmetic precision. The difference here is only that the self distance is relatively much larger than round-off error.

For the Kolmogorov self distance, we can also estimate the mean value. We have the following theorem.
Theorem 4.4. For a continuous distribution function and sufficiently large $N$ and $M$, the mean of the Kolmogorov self distance is bounded by $\sqrt{\frac{\pi}{2}} \log 2 \sqrt{\frac{1}{N}+\frac{1}{M}}$. The variance of the Kolmogorov self distance is bounded by $\left(\pi^{2} / 12-\frac{\pi}{2} \log ^{2} 2\right)\left(\frac{1}{N}+\frac{1}{M}\right)$
Proof. According to Kolmogorov [20,21,25], for two groups of samples $X_{i}$ and $Y_{j}$ with the same continuous distribution function and sufficiently large $N$ and $M, S_{m n}=\sqrt{\frac{M N}{M+N}} K_{M, N}(X, Y)$ has the limiting distribution (23), which can be rewritten as

[^1]\[

$$
\begin{equation*}
\Phi(\lambda)=1-2 \sum_{k=1}^{+\infty}(-1)^{k-1} \mathrm{e}^{-2 k^{2} \lambda^{2}} \tag{45}
\end{equation*}
$$

\]

Thus, the mean of $S_{m n}$ can be calculated by

$$
\begin{equation*}
E\left(S_{m n}\right)=\int_{0}^{+\infty} \lambda \mathrm{d} \Phi(\lambda)=-2 \sum_{k=1}^{\infty}(-1)^{k-1} \int_{0}^{+\infty} \lambda \mathrm{d}\left(\mathrm{e}^{-2 k^{2} \lambda^{2}}\right) \tag{46}
\end{equation*}
$$

For each $k$, we have

$$
\begin{equation*}
\int_{0}^{+\infty} \lambda \mathrm{d}\left(\mathrm{e}^{-2 k^{2} \lambda^{2}}\right)=\left.\lambda \mathrm{e}^{-2 k^{2} \lambda^{2}}\right|_{0} ^{\infty}-\int_{0}^{+\infty} \mathrm{e}^{-2 k^{2} \lambda^{2}} \mathrm{~d} \lambda=-\frac{1}{\sqrt{2} k} \int_{0}^{\infty} \mathrm{e}^{-\lambda^{2}} \mathrm{~d} \lambda=-\frac{1}{\sqrt{2} k} \frac{\sqrt{\pi}}{2} \tag{47}
\end{equation*}
$$

Summing them up we obtain

$$
\begin{equation*}
E\left(S_{m n}\right)=\sqrt{\frac{\pi}{2}} \sum_{k=1}^{\infty}(-1)^{k-1} \frac{1}{k}=\sqrt{\frac{\pi}{2}} \log 2 . \tag{48}
\end{equation*}
$$



Fig. 3. The histogram self distance for different sample size $N$ ( $K=50$ fixed) and different distributions (normal distribution ' + ', uniform distribution ' $*$ ', distribution from Schlögl model ' $O$ '). The solid straight line is the bound of the mean given by $\sqrt{\frac{4 K}{\pi N}}$.

Similarly, the second moment of $S_{m n}$ can be calculated by

$$
\begin{equation*}
E\left(S_{m n}^{2}\right)=\int_{0}^{+\infty} \lambda^{2} \mathrm{~d} \Phi(\lambda)=\sum_{k=1}^{\infty} \frac{1}{2 k^{2}}=\frac{\pi^{2}}{12} . \tag{49}
\end{equation*}
$$

Thus, the variance of $S_{m n}$ is

$$
\begin{equation*}
\operatorname{Var}\left(S_{m n}\right)=E\left(S_{m n}^{2}\right)-E^{2}\left(S_{m n}\right)=\frac{\pi^{2}}{12}-\frac{\pi}{2} \log ^{2} 2 \tag{50}
\end{equation*}
$$

From the definition of $S_{m n}$, the mean of the Kolmogorov self distance is $\sqrt{\frac{\pi}{2}} \log 2 \sqrt{\frac{1}{N}+\frac{1}{M}}$ and the corresponding variance is $\left(\frac{\pi^{2}}{12}-\frac{\pi}{2} \log ^{2} 2\right)\left(\frac{1}{N}+\frac{1}{M}\right)$.

## 5. Numerical experiments

To verify the theoretical results and conjectures, we generated samples for different distributions. The distributions we chose are the uniform distribution $U(0,1)$, the normal distribution $N(0,1)$ in Matlab, and the distribution generated from the Monte-Carlo simulation of the Schlögl model. For each distribution we generated two independent sets of samples for each $N$. To make the experiments simple, we always let $N=M$. The self distance is then measured by the histogram distance using different bin numbers $K$ and the Kolmogorov distance of the two sets of samples. The results are plotted in Fig. 3 ( $-\log$ (histogram self distance) vs. $\log (N)$ ), Fig. $4(-\log ($ histogram self distance $)$ vs. $\log (K))$ and Fig. $5(-\log ($ Kolmogorov self


Fig. 4. The histogram self distance for different bin number $K\left(N=10^{6}\right.$ fixed) and different distributions (normal distribution ' + ', uniform distribution ' $*$ ', distribution from Schlögl model ' $O$ '). The solid straight line is the bound given by $\sqrt{\frac{4 K}{\pi N}}$.


Fig. 5. The Kolmogorov self distance for different sample number $N$ and different distributions (normal distribution '十', uniform distribution ' $*$ ', distribution from Schlögl model ' $\bigcirc$ '). The solid straight line is the bound of the mean given by $\log 2 \sqrt{\frac{\pi}{N}}$.
distance) vs. $\log (N)$ ). In all of the figures, we also plot the bound of the mean value: $\sqrt{\frac{4 K}{\pi N}}$ for the histogram self distance and $\log 2 \sqrt{\frac{\pi}{N}}$ for the Kolmogorov self distance. In a few cases the self distance exceeds the bound. This is because the bound is for the mean. A single sample may generate a value away from the mean. But in most cases the formulas give quite accurate estimates of the self distances. An important observation from these figures is that, for a fairly large number of samples, the fact that the self distances are close to our estimates is independent of their original distributions. We obtained similar results from

Table 2
Mean and variance of histogram self distance for different $N, K$ and distributions

|  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Distribution | $N$ | $K$ | Mean | $\sqrt{\frac{4 K}{\pi N}}$ | Var | $\frac{\pi-2}{\pi} \frac{2}{N}$ |
| Normal | 10,000 | 10 | 0.0253 | 0.0357 | $7.26 \times 10^{-5}$ | $7.27 \times 10^{-5}$ |
|  | 10,000 | 20 | 0.0377 | 0.0505 | $7.57 \times 10^{-5}$ | $7.27 \times 10^{-5}$ |
| Uniform | 10,000 | 40 | 0.0546 | 0.0714 | $7.27 \times 10^{-5}$ |  |
|  | 10,000 | 10 | 0.0339 | 0.0357 | $6.93 \times 10^{-5}$ | $7.27 \times 10^{-5}$ |
| Schlögl reaction | 10,000 | 20 | 0.0488 | 0.0505 | $7.35 \times 10^{-5}$ | $7.27 \times 10^{-5}$ |
|  | 10,000 | 40 | 0.0701 | 0.0714 | $6.79 \times 10^{-5}$ | $7.27 \times 10^{-5}$ |
|  | 1000 | 10 | 0.0914 | 0.1128 | $6.64 \times 10^{-4}$ | $7.27 \times 10^{-4}$ |
|  | 1000 | 20 | 0.1341 | 0.1596 | $7.20 \times 10^{-4}$ | $7.27 \times 10^{-4}$ |
|  | 1000 | 40 | 0.1910 | 0.2257 | $7.66 \times 10^{-4}$ | $7.27 \times 10^{-4}$ |

Table 3
Mean and variance of Kolmogorov self distance for different $N$ and distributions

| Distribution | $N$ | Mean | $\log 2 \sqrt{\frac{\pi}{N}}$ | Var | $\left(\frac{\pi^{2}}{6}-\pi \log ^{2} 2\right) \frac{1}{N}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Normal | 10,000 | 0.0121 | 0.0123 | $1.355 \times 10^{-5}$ |  |
| Uniform | 10,000 | 0.0122 | 0.0123 | $1.3392 \times 10^{-5}$ | $1.355 \times 10^{-5}$ |
| Schlögl reaction | 1000 | 0.0373 | 0.0389 | $1.3696 \times 10^{-5}$ | $1.355 \times 10^{-4}$ |

Monte-Carlo simulations of chemically reacting systems other than the Schlögl reactions. The experiments demonstrated two facts. The first is that the self distance is a feature of Monte-Carlo simulation independent of problem distribution. The second is that our estimate formulas are quite accurate.

To further verify the bound for the variance of the self distance, we generated 1000 independent self distances from each set of different $N, K$ and distributions. We computed the mean and variance and compared it with the proved bound $\sqrt{\frac{4 K}{\pi N}}$ for the mean value of the histogram self distance and $\log 2 \sqrt{\frac{\pi}{N}}$ for the mean value of the Kolmogorov self distance, the variance estimation $\frac{\pi-2}{\pi} \frac{2}{N}$ for the variance of the histogram self distance and the variance bound $\left(\frac{\pi^{2}}{6}-\pi \log ^{2} 2\right) \frac{1}{N}$ for the Kolmogorov self distance. The results are listed in Tables 2 and 3. We can see that the means are always bounded by our estimates. The Kolmogorov self distance is always very close to our estimates. The variances of the histogram self distance is close to the estimated values. When $N=1000$, the variances of the Kolmogorov self distance is a little larger than the variance bound but when $N=10,000$, the variance of the Kolmogorov self distance is smaller than the bound.

## 6. Conclusion and discussion

In this paper, we have introduced the concept of distribution distance to measure the errors in exact and approximate methods for stochastic simulation of chemically reacting systems. Self distance, an important property of the Monte-Carlo method, was defined and studied. We derived estimation formulas for the bounds of the mean and variance values of two kinds of self distance, Numerical experiments demonstrated the accuracy of our estimation formulas and the fact that the estimation formulas are independent of the problem distribution.

Recently, we have applied the distribution distance and the self distance to two related Monte-Carlo applications. One direct application involves the use of stochastic sensitivity analysis to study the robustness [31] of biochemical systems. In this work, the distribution distance between an original distribution and a perturbed distribution was used to measure the sensitivity of the distribution with respect to parameter perturbations. The perturbation to the parameters should be relatively small according to the definition of sensitivity. But it should not be so small that the distribution distance between the original distribution and the perturbed one is less than the corresponding self distance. The estimation formulas for the self distances proved to be a useful tool in selection of the perturbation size.

In a second application, we used the distribution distance to measure the convergence rate of $\tau$-leaping methods [23]. Fig. 6 shows the distribution distances between SSA and the $\tau$-leaping method with different stepsizes, applied to the Schlögl model. This figure suggests a linear convergence rate for the $\tau$-leaping method. In this plot, we have $K=50$ and $N=1,000,000$. According to our estimation formula of the self distance, we know that the self distance is around 0.008 . The histogram errors we show in the plot are at least 0.03 , which is away from the self distance region. Thus, we can be sure that the distribution errors we measured are mostly due to the $\tau$-leaping approximation rather than the "statistical fluctuation". We did not plot the distribution error at stepsize 0.025 because that value was too close to the self distance to be considered accurate.


Fig. 6. The histogram distances corresponding to different stepsizes. The histogram distances are measured between $1,000,000$ samples, each given by SSA and the $\tau$-leaping method with different stepsizes applied to Schlögl model.

In the above discussion, we have limited ourselves to the distribution distance measured at the end time. In some other applications, the dynamical behavior is of concern. Thus, sometimes we need to measure the distribution distance not only at one time point but also on the whole time interval. This requirement can be easily achieved by collecting samples at several fixed time points during the time interval. The overall distribution distance is then measured by the sum of all the distribution distance at all time points. This generalized concept of distribution distance can be applied to study the dynamical behavior in a system.

## Acknowledgments

This work was supported in part by the California Institute of Technology under DARPA Award No. F30602-01-2-0558, by the U.S. Department of Energy under DOE award No. DE-FG02-04ER25621, by the National Science Foundation under NSF award CCF-0326576 and ACI00-86061, and by the Institute for Collaborative Biotechnologies through grant DAAD19-03-D-0004 from the U.S. Army Research Office.

## Appendix A. Proof of Lemma 4.2

For a random variable $X$ that follows the normal distribution $N\left(0, \sigma^{2}\right)$, the probability density function is

$$
\begin{equation*}
p(s)=\frac{1}{\sqrt{2 \pi} \sigma} \mathrm{e}^{-\frac{s^{2}}{2 \sigma^{2}}} . \tag{51}
\end{equation*}
$$

Thus, the mean of $|X|$ is calculated by

$$
\begin{equation*}
E(|X|)=\int_{-\infty}^{\infty}|s| \frac{1}{\sqrt{2 \pi} \sigma} \mathrm{e}^{-\frac{s^{2}}{2 \sigma^{2}}} \mathrm{~d} s=2 \int_{0}^{\infty} s \frac{1}{\sqrt{2 \pi} \sigma} \mathrm{e}^{-\frac{s^{2}}{2 \sigma^{2}}} \mathrm{~d} s=\frac{1}{\sqrt{2 \pi} \sigma} \int_{0}^{\infty} \mathrm{e}^{-\frac{x^{2}}{2 \sigma^{2}}} \mathrm{~d} s^{2}=\frac{1}{\sqrt{2 \pi} \sigma} 2 \sigma^{2}=\sqrt{\frac{2}{\pi}} \sigma . \tag{52}
\end{equation*}
$$

For the second moment, $E\left(|X|^{2}\right)=E\left(X^{2}\right)=\sigma^{2}$. Thus

$$
\begin{equation*}
\operatorname{Var}(|X|)=E\left(|X|^{2}\right)-(E(|X|))^{2}=\frac{\pi-2}{\pi} \sigma^{2} \tag{53}
\end{equation*}
$$

## Appendix B. Proof of Lemma 4.3

The linear combination theorem (p. 32 of [18]) gives:

$$
\begin{align*}
& E\left(\sum_{i=1}^{K} a_{i} X_{i}\right)=\sum_{i=1}^{K} a_{i} E\left(X_{i}\right),  \tag{54}\\
& \operatorname{Var}\left(\sum_{i=1}^{K} a_{i} X_{i}\right)=\sum_{i=1}^{K} a_{i}^{2} \operatorname{Var}\left(X_{i}\right)+2 \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} a_{i} a_{j} \operatorname{cov}\left\{X_{i}, X_{j}\right\}, \tag{55}
\end{align*}
$$

and the covariance range theorem (p. 33 of [18]) yields

$$
\begin{equation*}
\left|\operatorname{cov}\left\{X_{i}, X_{j}\right\}\right| \leqslant \sqrt{\operatorname{Var}\left(X_{i}\right) \operatorname{Var}\left(X_{i}\right)} \tag{56}
\end{equation*}
$$

Thus

$$
\begin{equation*}
E\left(\sum_{i=1}^{K} X_{i}\right)=\sum_{i=1}^{K} E\left(X_{i}\right) \tag{57}
\end{equation*}
$$

and

$$
\begin{align*}
\operatorname{Var}\left(\sum_{i=1}^{K} X_{i}\right) & =\sum_{i=1}^{K} \operatorname{Var}\left(X_{i}\right)+2 \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \operatorname{cov}\left\{X_{i}, X_{j}\right\} \\
& \leqslant \sum_{i=1}^{K} \operatorname{Var}\left(X_{i}\right)+2 \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \sqrt{\operatorname{Var}\left(X_{i}\right) \operatorname{Var}\left(X_{j}\right)}=\left(\sum_{i=1}^{K} \sqrt{\operatorname{Var}\left(X_{i}\right)}\right)^{2} \tag{58}
\end{align*}
$$
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